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 According to surveys, the rise in social media users has resulted in an increase of hate speech, 
and Twitter is one of the most popular platforms for this type of speech. The tweet feature on 

Twitter enables users to make repeated instances of hate speech, making Twitter data very 

intriguing to analyze. This study aims to investigate whether a tweet contains hate speech 

towards the Indonesian House of Representatives (DPR-RI). The research employed crawling 
techniques to gather data from Twitter using the Twitter API feature. The Naïve Bayes 

algorithm was applied, and the results were compared with the accuracy of the K-Nearest 

Neighbor. After preprocessing, the total data obtained was 1,494, with 956 test data and 538 
training data. The study revealed that Twitter users' sentiment towards DPR-RI was 49.2% 

positive and 50.8% negative sentiment when tested using Naïve Bayes. Meanwhile, KNN 

showed 23.4% positive and 76.6% negative sentiment. The high negative sentiment in both 
classifiers suggests that Twitter users frequently express hate speech towards DPR-RI. Naïve 

Bayes algorithm showed the highest prediction accuracy at 98.32%, while the K-Nearest 

Neighbor algorithm had an accuracy of only 62.84%. 
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1. INTRODUCTION 

 

Social media is one of the platforms used for users to interact with each other. Currently, there are a large number of users  who 

use social media, including Twitter [1]. Twitter provides a feature called Tweet which is similar to a post with a limit of 280 

characters. Usually, tweets are concise and straightforward [2]. Tweets can contain expressions, opinions, and even criticism about 

a particular issue. One of the issues that has become trending on Twitter is about the Indonesian House of Representatives  (DPR-

RI). Many tweets contain opinions and criticism about the DPR-RI that lead to hate speech. Twitter is a place where people can 

freely express their opinions. There are many analytical methods that can be used to analyze public opinion based on information 

available on social media such as Twitter. One of them is sentiment analysis method [3]. 

Detecting a tweet that contains hate speech is not an easy task, as it requires in-depth indications to avoid it turning into 

accusations or controversy. This requires a special approach to analyzing tweets from year to year. The data can be quite extensive 

and requires a significant amount of time to search, process, and develop concrete algorithms to process the data [4]. Meanwhile, 

the classification of research that applies the KNN and Naive Bayes algorithms to detect hate speech in general on social med ia 

Twitter expects that the KNN and Naive Bayes Algorithms can learn from the data collected from Twitter and obtain accuracy. 

 

 

2. LITERATURE REVIEW 
 

2.1 Sentiment Analysis

Sentiment anlysis, also known as opinion mining, is a computational study to recognize and express opinions, sentiments, 

evaluations, atitudes, emotions, subjectivity, judgements, or view that are found in a text [5]. The analysis's sources are social media 

platforms, such as websites that host reviews, forum discussions, blogs, microblogs, Twitter, and more. Due to its opinionated data, 

which allows users to obtain reviews for any service that is helpful for their everyday life, this study subject is becoming increasingly 

popular. Digital formats are used to store the vast quantity of biased data. Sentiment analysis, which links data mining operations 

to specific topics or opinions, produces results. Research on feeling, mind extraction, and emotion-based summarization is done for 

sentiment analysis. Because sentiment analysis is so well-known, it may also be helpful in surveys and marketing campaigns by 

determining the success rate of any product or service based on people's suggestions or opinions.It also provides information  on 

what customers like and dislike, which helps the company come up with much clearer ideas about the qualities of its products [6]. 

 

2.2 Data Mining 

Data mining is the analysis of data (usually large amounts of data) to discover clear relationships and previously unknown 

insights in a new way that is understood and useful to the owner of the data [7] [8]. The process of employing certain tools or 
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approaches to search through chosen data for interesting patterns or information is known as data mining. Data mining is a process 

that uses one or more machine learning algorithms to automatically analyse and extract knowledge. A technique for extracting 

knowledge from an existing database is called Knowledge Discovery in Databases (KDD). A few tables in the database are related 

to one another. The information gathered from this approach can serve as a knowledge base for making decisions. In order to 

discover new patterns or models in a big database that are legitimate (perfect), practical, and comprehensible, data mining is an 

interactive, iterative process [9]. The following are significant aspects of data mining:  

1. Data mining is an automated process using preexisting data.  

2. There are enormous amounts of data that need to be processed.  

3. Finding links or patterns that could offer helpful hints is the goal of data mining. 

Certain tools identify these trends and can offer insightful and helpful data analysis. These findings can then be investigat ed 

further, possibly utilizing additional decision support tools. 

 

2.3 K-Nearest Neighbors classification 

Groups data based on the distance to its nearest neighbors [10] [11] [12]. The distance calculation is performed using the 

Euclidean Distance method. The formula used is: 

𝐷 (𝑋, 𝑌) = √∑
𝑛

𝑘 = 1
(𝑋𝑘 − 𝑌𝑘)2         (1) 

 

Where: 

D = Distance between two points, X and Y 

X = Test data 

Y = Sample data 

n = Dimension of the data [13] 

 

2.4 Naïve bayes classification 

Naive Bayes Classifier works by calculating the posterior probability of each possible class based on the observed feature values 

in the instance [14] [15]. he class with the highest posterior probability is then selected as the predicted class for the instance. This 

method is well-suited for sentiment classification in this journal due to its several advantages, including simplicity, speed, and high 

accuracy. 

The formula used for Naive Bayes Classifier is as follows: 

𝑃(𝑋|𝐻) =  
𝑃(𝑋|𝐻)𝑃(𝐻)

𝑃(𝑋)
      (2) 

  

Where: 

X  = Data with unknown class 

H  = Hypothesis that data X belongs to a specific class 

P(H|X) = Probability of hypothesis H given the condition X 

P(H)  = Probability of hypothesis H 

P(X|H) = Probability of X given hypothesis H 

P(X)  = Probability of X 

 

2.5 Rapid Miner 

Rapid miner s an open source application used for data processing, including data mining, text mining, and predictive analysis. 

It provides various algorithms for data analysis, such as Naïve Bayes, k-nearest neighbors, and fuzzy clustering, making it 

unnecessary for users to have coding skills for data processing. RapidMiner also provides formulas used in the available algorithms, 

which eliminates the need for manual calculation by users [16] [17] [18] [19] [20]. In this journal, the calculation for the Naïve 

Bayes algorithm was performed using RapidMiner.

 

 

3. RESEARCH METHODS 

 

To analyze and classify hate speech directed towards the Indonesian parliament (DPR-RI) in tweets, a method was developed 

that enables automatic text data classification through several stages to produce the best classification results. As shown in Figure 

1 Research Structure, the process starts with crawling, followed by text pre-processing and process and classification. 
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Figure 1. Research Structure 

Explanation of Figure 1 Research Structure: 

1. Step 1. Crawling, his step is performed to collect data based on an index. In this study, the crawling process used is the 

'Twitter API'. Twitter API is very helpful in collecting data on Twitter by simply typing in the targeted keyword, then the 

data will be collected based on its index[21]. 

2. Step 2. ext. pre-processing Crawling, after the Crawling step, the process continues with the extraction process by counting 

words. In this study, preprocessing is used to filter the data to be analyzed, to avoid inaccurate data to become more easily 

understood data. The following are the stages in preprocessing: 

a) Converting nominal to text. 

b) Case Folding, a stage used to change all letters in the text to lowercase. 

c) Cleaning, this stage is used to eliminate inconsistent data by removing characters other than letters, such as hashtags, 

URLs, hashtags, and emojis. 

d) Tokenization, in this stage, each word in a text is divided. The result of this stage will display words without characters 

other than letters[22].  

e) Stop word, this stage is used to select every word listed on the stop list and filter words. The stop list used in this study 

is taken from Kaggle (https://www.kaggle.com/datasets/oswinrh/indonesian-stoplist).  

f) TF-IDF, the five stages above are part of the TF-IDF process in preprocessing, which is to weight words used to separate 

characteristics from a text. 

3. Step 3. Process and Classification, the classification process uses Naïve Bayes to classify words and the accuracy of the truth 

of a word. The following are the stages of the Naïve Bayes classification: 

a) Manually labeling data for use as training data. 

b) Reading training data and creating a data model. 

c) Performing automatic classification on data that has no label based on training data. 

d) The classification is performed by calculating how often data appears or, more specifically, calculating the probability 

of a word that appears in a tweet. 

 

 

4. RESULTS AND DISCUSSIONS 

The data mining process was conducted using the naive Bayes classification algorithm, which is commonly used in sentiment 

analysis to obtain accuracy, patterns, and human behavior based on the probability of word occurrence.  

 

4.1 Crawling Process 

The first step before conducting classification was crawling. In this study, the main keyword used for crawling was 'DPR RI.'  

The crawling process was conducted by connecting a Twitter account with the Twitter API and accessing the token. 
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Due to the limit of Twitter API, 1500 tweets related to the keyword 'DPR RI' were collected, focusing on the latest and most 

popular posts from March 2023. This specific period was chosen because it marked a time of heightened political discussions and 

controversies involving DPR-RI, which is likely to generate relevant public sentiment and hate speech. By focusing on March 2023, 

the study aims to capture a snapshot of recent public discourse. Moreover, this timeframe allows the analysis to stay within the 

technical constraints of the API while ensuring the data reflects significant and timely events. Some of the results can be 

seen in table 1. 

 

 

 

 

 

 

Figure 2. Crawling Process 

 

Table 1. Result of Crawling 

 

Username Tweet 

akuluthfi Shame on you @DPR_RI 

haruasakamol @MARQUEZ__93 @iqbalbaqo @KPK_RI @KejaksaanRI @Kemenkumham_RI @PolhukamRI 

@DPR_RI Sampai mahluk halus seperti setanpun takut sama one ABUD 

andiebs @YanHarahap @DPR_RI @Edhie_Baskoro @PDemokrat @AgusYudhoyono betul....mas Agus pingin jadi 

cawapres 

usman_alfath @DirtyTime2019 Hahaha kq DPR RI...biar apa..biar bs dduk disenayan?? Ngajak taruhan nya gk 

rasional..mana masih jauh lagi pemilunya...hdeeuuuhh cebong emang otaknya kwadrat tololnya. 

….. ..... 

….. ..... 

opinirakyat2024 @VIVAcoid Bukti lemahnya negara tak mampu melarang impor pakaian bekas cu @DPR_RI @MUIPusat 

@muhammadiyah @nahdlatululama  https://t.co/mzdIVqbMot 

suhermanidham @03__nakula @DPR_RI Orang ini korupsinya apa ya? Mungkin penyidikan @KPK_RI lebih diperdalam 

karena jangan2 org ini adalah sebagai penghubung. 

4.2 Pre-processing 

The data generated from the crawling process is still messy and contains many characters that could disrupt the classification 

process. Therefore, preprocessing is needed to perform filtering, case folding, cleaning, tokenization, and stopword removal,  all of 

which are part of the TF-IDF process. The results can be seen in Figure 3. 

 

 
 

Figure 3. TF-IDF Process 

 

Table 2. Result of Pre-processing 

 

Username Tweet 

akuluthfi Shame on you DPRRI 

haruasakamol Sampai mahluk halus seperti setanpun takut sama one ABUD 

andiebs betul....mas Agus pingin jadi cawapres 

usman_alfath Hahaha kq DPR RI...biar apa..biar bs dduk disenayan?? Ngajak taruhan nya gk rasional..mana masih jauh lagi 

pemilunya...hdeeuuuhh cebong emang otaknya kwadrat tololnya. 

jgnblgsyp2 Negeri wakanda lagi demam nasionalisme, makanya org kyk gini dipuji-puji terus 



 

 

Journal homepage: https://journal.yasib.com/index.php/enigma 

 

56 

….. ..... 

….. ..... 

kicausunyi Moga tunjangan untuk DPR dan pejabat RI segera naik.... 

adipriyono95 Anaknya, sepupunya, iparnya, tanya jg dong...  

4.3 K-Nearest Neighbor Classification 

When performing classification in K-Nearest Neighbor (KNN), it is essential to have training data that will be used as a measure 

for the data to be classified. In this study, 538 tweets were collected, and manual labeling was performed to become the trai ning 

data. The data was divided into two sentiment labels, positive and negative. Positive sentiment contains supportive sentences  and 

positive words, while negative sentiment contains criticisms, comments that lead to hate speech. After filtering and groupi ng, the 

total data became 534 tweets. The results are shown in Table 3, which displays the manual labeling. 

 

Table 3. Manual Labeling 

 

 

The data that has been manually labeled has become the training data and has been divided based on sentiment, out of 534 tweets 

there are 245 positive sentiments and 289 negative sentiments. This can be seen in Figure 4, the Data Training graph. 

 

 
Figure 4. Data Training Graph 

 

The data that has been labeled manually will be classified into KNN and the model will be created through the classification 

that has been done. This model can serve as a bridge to perform sentiment classification automatically. There are 956 tweet data 

that will be used as test data and given automatic classification. 

 

 
 

Figure 5. KNN Classification Automatically 

Sentimen Tweet 

negatif Shame on you DPRRI 

positif betul....mas Agus pingin jadi cawapres 

negatif Sampai mahluk halus seperti setanpun takut sama one ABUD 

….. ….. 

….. ….. 

positif Kamu nanya kamu bertanya tanya 

positif Keren ...salute rakyat buat kalian  

negatif Orang ini korupsinya apa ya? Mungkin penyidikan lebih diperdalam karena jangan2 org ini adalah sebagai 

penghubung. 
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The training data and test data will be intersected to find attributes that are interconnected to each other and then classif ied through 

KNN using the model that has been created when classifying the test data. The results are shown in table 4.

 

Table 4. Table Result of KNN Classification Automatically 

 

Text Confidence 

(negatif) 

Confidence 

(positif) 

Predection 

(sentimen) 

coba periksa ganjar ktp keterangan mantan dpr setya novanto  0.627 0.373 negatif 

maaf maaf maaf  0.812 0.188 negatif 

pls jelasin gue orang anti pacaran nomor ipb  0.420 0.580 positif 

mobil komando sekelas carry butut phk presiden ente klo ngelawak liat jam kek 

susah ketawa jam segini mah  

0.613 0.387 negatif 

gua bener bener biro jodoh maaf banget  0.808 0.192 negatif 

The accuracy level resulting from the prediction can be tested by comparing the training data and test data and performing 

reclassification using the K-Nearest Neighbor Algorithm to obtain the percentage of accuracy of the prediction generated by K-

Nearest Neighbor. There are a total of 958 data sets after reclassification. The formula for measuring precision and recall : 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑓𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝑥 100%      (4) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑓𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
𝑥 100%       (5) 

 

The results of precision are shown in table 4 Precision and class recall : 

 

Table 5. Precision and Recall 

 

 True negatve True positive Class Predection 

Pred. negative 466 346 57,39 % 

Pred. positive 10 136 93,15 % 

Class recall 97,90% 28,22%  

 

According to the table in table 4 it can be observed that : 

1. the ratio of negative correct predictions compared to the overall negative predicted results is 57.39%. 

2. the ratio of positive sentiment correct predictions compared to the overall positive predicted results is 93.15%. 

3. the ratio of negative true prediction compared to the overall negative true data is  97.90%. 

4. the ratio of positive true predictions compared to the overall positive true data is 28.22%. 

 Based on the Precision and Recall results mentioned earlier, the accuracy of the Naïve Bayes classification can be calculated using 

the provided formula : 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑓+𝑡𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑓

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑓+𝑓𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑓+ 𝑡𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑓+ 𝑓𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑓
 𝑥 100%    (6) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
602

958
 𝑥 100%   

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 62,84% 

 

From the calculation above, it can be concluded that the accuracy of KNN classification is 62.84%. This indicates that the ratio of 

correct predictions for both positive and negative sentiments compared to the total data is 62.84%. 

 

4.4 Naïve Bayes Classification 

Similar to KNN in classifying naïve bayes also really needs training data. data that has been manually labeled is taken the same 

as in KNN so that the level of accuracy can be compared.
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Figure 6.  Model linkage and naïve bayes algorithm 

  

There are 956 tweet data that will be used as test data and given automatic classification. The training data and test data will be 

intersected to find attributes in the form of continuous connections and then classified through naive bayes using the model  that has 

been created when classifying the test data. The result will be as shown in Table 6. 

 

Table 6. Table of  Naïve Bayes Classification Automatically 

 

Text Confidence 

(negative) 

Confidence 

(positive) 

Predection 

(sentiment) 

coba periksa ganjar ktp keterangan mantan dpr setya novanto  0.0 1.0 positive 

maaf maaf maaf  1.0 0.0 Negative 

pls jelasin gue orang anti pacaran nomor ipb  0.0 1.0 positive 

mobil komando sekelas carry butut phk presiden ente klo ngelawak liat jam kek 

susah ketawa jam segini mah  

1.0 0.0 negative 

gua bener bener biro jodoh maaf banget  1.0 0.0 negative 

 

Using the same training data, the accuracy level of the classification results can be tested by comparing the training data a nd test 

data, and performing classification again using the Naïve Bayes algorithm. The precision and class recall results are shown in Table 

7. 

 

Table 7. Precision and Recall 

 

 True negative True positive Class Predection 

 

pred. negative 468 9 98,11 % 

pred. positive 8 473 98,34 % 

class recall 98,32% 98,13%  

The table in Table 7 shows that : 

1. The ratio of negative correct predictions compared to the overall negative predicted results is 98.11%. 

2. The ratio of positive sentiment correct predictions compared to the overall positive predicted results is 98,34%. 

3. The ratio of negative true prediction compared to the overall negative true data is 98,32% 

4. The ratio of positive true predictions compared to the overall positive true data is 98,13%. 

From the Precision and Recall results above, the accuracy of the naïve bayes classification can be calculated using the formula : 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑡𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑓𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +  𝑡𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 +  𝑓𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 𝑥 100% 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
941

958
 𝑥 100% 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 98,23% 

 

So, from the above calculations, the accuracy is 98.23%. Indicates that the ratio of positive and negative correct predictions with 

all data has a value of 98.23%. 
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5. CONCLUSSION 

 

This research has used the K-Nearest Neighbour and Naïve Bayes algorithms for sentiment classification of hate speech towards 

the Indonesian Parliament (DPR-RI). The sentiment analysis was conducted using data obtained from Twitter through the Twitter. 

API with the main keyword "DPR RI". The crawling process was conducted to obtain the data, which was then pre-processed and 

classified to obtain the training and test data. The training data was used to perform automatic classification on the unclassified test 

data. The level of accuracy of the K-Nearest Neighbour and Naïve Bayes algorithms was compared based on the results of the 

automatic classification. The K-Nearest Neighbour algorithm classified 23.4% of the sentiments as positive and 76.6% as negative, 

with a precision of 57.39% for negative sentiments and 93.15% for positive sentiments. The recall rate, which is the ratio of  correctly 

predicted instances to the total instances, was 97.90% for negative sentiments and 28.22% for positive sentiments. Thus, the overall 

accuracy of the classification was 62.84%. 

 The Naïve Bayes algorithm classified 49.7% of the sentiments as positive and 50.3% as negative, with a precision of 98.11% 

for negative sentiments and 98.34% for positive sentiments. The recall rate was 98.32% for negative sentiments and 98.13% for  

positive sentiments. Thus, the overall accuracy of the classification was 98.23%. The high number of negative sentiments classified 

by both the K-Nearest Neighbour and Naïve Bayes algorithms indicates that there is a significant amount of hate speech towards 

DPR-RI on Twitter. The Naïve Bayes algorithm had the highest accuracy rate of 98.32%, while the K-Nearest Neighbour algorithm 

had an accuracy rate of only 62.84%. Therefore, the Naïve Bayes algorithm is more accurate for analysing hate speech sentiment 

towards DPR-RI on Twitter. 
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