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 This research focuses on the analysis of the number of products sold, especially stock items 

from the distribution center to Alfamart stores. The main problem discussed in this study is 
the result of the number of unsold and sold products, which causes overstocking in the 

warehouse area. To overcome this problem, it will be solved using the Naive Bayes 

classification method. This research uses sample data of 100 products and uses data collection 

techniques such as observation and interviews. The collected data is analysed through a 
classification approach. This research aims to predict goods that sell and do not sell using 

Rapidminer using the NaïveBayes method. And to produce more accurate data for the product 

sales process. The reason for using this naïve bayes algorithm in the process of processing and 

analysing data is because the way this algorithm works uses statistical methods and probability 
in predicting future results. The validation results show that the Naive Bayes classification 

method implemented through Rapidminer provides a significant explanation with a fairly high 

accuracy and a positive effect on the prediction of sales of goods based on consumer demand 

and needs. 
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1. INTRODUCTION 

 

With the development of the times, competition in the world of business and technology is increasing rapidly and business 

people are competing to develop their business by utilizing existing technology. Alfamart Simpang Pos needs to improve product 

quality and increase the variety of products most needed by consumers, the rapid development of the business world and this 

economic system. This causes economic actors to face obstacles in selling their products in the market. This causes competition 

for companies to improve product quality and find out which products sell the most and are in demand by consumers. In every 

region in Indonesia, there are many stores that sell various types of products, especially food variations, both light and heavy. 

Medan City has many Alfamart stores in various places, including the Alfamart Simpang Pos branch [1][2]. Alfamart is a company 

engaged in the industry of selling food, drinks, or other products. This of course increases the number of other stores operating in 

the same field, business competition between Alfamart. It is expected that product sales continue to increase, can also increase 

profits from sales, one of which is by providing products according to market demand so that there are no losses, improving 

product quality and can adjust product prices to maximise sales. So far, the business has often suffered losses because Alfamart 

does not have a system that can predict sales because the products provided are lacking or not selling [3].  

According to research, many areas of computer science can solve complex problems. Systematic and computerised use of 

technology is essential as it enables solutions to be found [4][5][6]. Many problems are statistical, group-related, complex and 

interconnected. Whether with decision enthusiasts, artificial intelligence, or data mining [7][8]. This last science will be proposed 

as a solution to address this research problem. Data mining is an analytical method designed for this purpose, analysing data sets 

to find valuable and consistent hidden knowledge [9][10]. Data mining can process large amounts of data and therefore search 

data automatically[11], data mining plays a very important role in several fields of life, including in the industrial field at Alfamart 

Simpang Pos. Naive Bayes is a classification using probability and statistical methods based on the British scientist Thomas Bayes, 

which is to predict the future chances of past experience [12][13][14]. Good potential is also ascribed to the Naive Bayes method 

of classification, determining the accuracy and efficiency of product data [15][16].  

There are several previous studies that look at Naive Bayes in solving problems [17][18][19]. One of them is research that 

discusses the use of data mining to predict the number of best selling products carried out using the Naive Bayes algorithm with 

the conclusion that the probability of each attribute is calculated in Quarter 1, Quarter 2, Quarter 3, and Quarter 4 [12][20]. The 

relevance of an item purchased by consumers can be calculated using the naive Bayes classifier algorithm technique. The accuracy 

of product data using RapidMiner with an accuracy value of 95.00%, precision sells 100.00%, precision less sells 92.31% [21]. 

Based on this description, research was conducted to assist Alfamart employees in the application of easy problem solving of sales 

patterns in stores using the NaiveBayes algorithm. 

 

 

2. THEORETICAL FOUNDATION
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Naive bayes is the simplest Bayesian network classifier, which is based on the assumption that the attributes of each instance 

differ from each other depending on the context class. The conditional independence assumption is set as the attribute for this part. 

While this may be a common misconception, naive Bayes classifiers are often used. Domingos and Pazzani even compete with 

advanced classifiers in many real-world applications. Many studies have tried to explain this paradox. For many attributes, the 

assumption of conditional independence of these attributes is very useful to simplify learning, as the parameters for each attribute 

can be easily estimated separately [22][23][24].

 

3. RESEARCH METHODS 

3.1 Sales Data Collection 

Methods used in this study, the data used is research data obtained at Alfamart Simpang Pos. The data is processed using the 

Naive Bayes Clacification method. The following are the stages in conducting data mining research. Data collection To get an 

overview of a good system structure, intensive communication with store employees is required. Researchers made direct 

observations to Alfamart Simpang Pos to get relevant data, and also researchers collected data by taking data samples directly 

from daily sales records. The data source in this researcher was obtained from observations made by researchers at the Alfamart 

Simpang Pos store. Then the results of these observations are input into Microsoft Excel to perform manual calculations and are 

temporary [25]. 

 

3.2 Naïve Bayes 

The method used in this research is the data mining method, namely Naive Bayes. The Naïve Bayes algorithm is a method that 

effectively classifies data by optimizing control Estimates in the right probability with the assumption of simplifying conditional 

attribute values that do not depend on each other if an output value is determined. The following are the completion steps that the 

author takes in predicting sales of the Naïve Bayes method. 
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Figure 1. Naïve Bayes model 

 

The description of the figure is : 

1.  Data entry 

Determine the data to be used in classifying and predicting sales where the data is available at Alfamart Simpang Pos. 

2.  Data Training 

Calculation of sales amount from the received data. 

3.  Amount of probability data 

Calculation of sales quantities for each type based on individual data obtained. 

4.  Probability table 

 Calculates the product of one of the variables used to predict sales. 

5.  Completion 

Naive Bayes algorithm to predict product sales in order to produce products that can be accepted in other Alfamart stores 

or even in the outside market. 

6.  Finish 

Draw conclusions from the data that has been classified by Naïve Bayes.  

 

4 RESULTS AND DISCUSSIO
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This research is a study that describes and explains the conditions that exist in the field. This research cannot only be explained 

in the form of words or descriptions and graphs, therefore this research in RapidMiner is based on the Naive Bayes method. In 

addition, the method used is also looking for data as a tool for the results of this research, namely the observation method. The 

data used is based on the actual situation in the market business area with a total of 100 datasets. Consists of 7 attributes namely 

product name, size, variant, product type, product stock, sales, output. The main objective of the research is to obtain the 

probability amount of product sales data. The calculation process uses an equation to find the probability value of each variable. 

The data will be divided into 2 namely training data and testing data. The variables that will be used to predict product sales at the 

Alfamart Simpang Pos store are: 

 

Table 1. Training data 

 
 
 
 
 
 
 
 
 

 

Table 2. Testing data table 

   
The following are the results of the testing process with Rapid Miner software against manual calculations and testing the 

performance of the Naïve Bayes classification algorithm on the case under study. Where the data connects the testing data excel 

operator and Naïve Bayes with Apply Model and Performance which serves to produce how good the results of the performance 

of the data that has been input. 

 

 
Figure 2. Connecting excel testing and Naïve Bayes Operators with Apply Mode and Performance (Clacification) 

 

Table 3. Accuracy Performance Value 

. 

accuracy :95%  
sold undersold class precision 

 

predicted sold 7 0 100% 
 

predicted undersold 1 12 92.31% 
 

class recall 87.50% 100% 
  

Product name size Variants Product type Product stock Sales Output 
niacinamide lab SNPs 32 ml orange serum Low Slow  Less sellable 

Jumbo peeled white bread cider 555 grams Bargain  Bread Low Quick  Apply 
............ ......... ............... ............... ......... ............ ....... 

............. .......... ............... ............... ......... ............ ........ 

Relaxa  125 grams Barley mint Candy  Low Slow  Less sellable 

Kis mint 125 grams Grapes  Candy  Low Quick Apply  
Milkita 125 grams Milk candy Candy  Low Slow  Less sellable  

  Product name size Variants Product type Product stock Sales Output 
Stick noodles 200 grams Spicy Snacks High Quick Apply 
Orange leaf spicy basreng 500 grams Spicy Snacks High Quick Apply 

Fitbar 1 box (12 pcs) original Snacks High Slow Less sellable 

Mini pocky 22 grams Chocolate Snacks High Slow Less sellable 
Cadbury dairymilk 62 grams Chocolate Snacks Low Slow Less sellable 

.......... ....... ............ ................ ......... ............. ........ 

.......... ....... ............ ................ ......... ............. ........ 

Mujigai 80 grams Creamy rose Instant noodles High Slow Less sellable 
Almona cookies 90 grams Cookies & cream Snacks Low Slow Less sellable 
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Based on Table 3 above, it is known that the accuracy value is 95.00% with the number of True Sold is 7 and True Undersold is 

0 where the results using software with the process carried out by manual calculation are the same, thus it can be said that the 

calculation process has been successfully carried out correctly.

The following is the calculation process of Naive Bayes which is done manual

 

P(A) = 
n(A)  

𝑥n(S)
    (1) 

Description: 

P (A) = Probability of occurrence of event A 

n (A) = The number of events in question 

n (S) = Total Data 

 

1. Count the number of classes/labels. 

P(Applicable) = 38/100 : 0.38 

P(Less Applicable) = 62/100 : 0.62 

P(Fast) = 38/100 

P(Slow) = 62/100 

 

2. Count the number of cases with the same class. 

P(High | Applicable) = 21/28 

P(High | Less behavioural) = 20/62 

P(Low | Applicable) = 19/38 

P(Low | Less Applicable) = 40/62 

The results of the probability data can be seen in the following table: 

 

Table 4. Behavioural/Inappropriate Probability Results 

 

 Apply Less Applicable Sold (Result) Less Applicable (Result) 
P(Applicable/Lack of Applicability) 38 62 0,38 0,62 

 

Table 5. Product Stock Probability 

 

P(S|... Apply Less Applicable Sold (Result) Less Applicable (Result) 
High 21 20 0,55263 0,32258 

Low 19 40 0,5 0,64516 

Total 40 60 1,05263 0,96774 

 

In the table above, it is known that for the Stock variable, the value of (High | Sold) is 0.55263, (High | Less Applicable) is 0.32258. 

(Low | Applicable) is 0.5, (Low | Less Applicable) is 0.64516. The sum of the probabilities of the Applicable category is 1.05263 

and the sum of the probabilities of the Less Applicable category is 0.96774. 

 

Table 6. Product Sales Probability 

 

 Apply Less Applicable Sold (Result) Less Applicable (Result) 
P (Fast/Slow) 38 62 0,38 0,62 

 

Table 7. Product Type Probability 

 

P(J|... Apply Less Applicable Sold (Result) Less Applicable (Result) 

Snacks 4 9 0,10526 0,23684 

Instant noodles 3 1 0,07894 0,02631 

Parfume  0 3 0 0,07894 

Deodorant 2 0 0,05263 0 
Hair vitamins 1 0 0,02631 0 

Lip balm 0 1 0 0,02631 

Lotion  2 0 0,05263 0 

Serum  0 1 0 0,02631 
Supplement  0 2 0 0,05263 

Shampoo  1 3 0,02631 0,07894 

Conditioner  1 0 0,02631 0 

Bread  3 1 0,07894 0,02631 
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Ice cream 0 2 0 0,05263 
Full cream milk 1 1 0,02631 0,02631 

Milk powder 1 2 0,02631 0,05263 

Cookies  0 1 0 0,02631 

Frozen food 2 2 0,05263 0,05263 
Chilli sauce 1 2 0,02631 0,05263 

Sweet soy sauce 1 0 0,02631 0 

Bottled drinks 6 3 0,15789 0,07894 

Canned drinks 1 4 0,02631 0,10526 

Boxed drinks 2 3 0,05263 0,02631 

Dry tissue 0 2 0 0,05263 

Wet tissue 0 1 0 0,02631 
Telon oil 0 2 0 0,05263 

Toothpaste 1 1 0,02631 0,02631 

Detergent powder 2 0 0,05263 0 

Liquid detergent 1 0 0,02631 0 
Fragrance  2 0 0,05263 0 

Anti-mosquito 0 2 0 0,05263 

Air freshener 0 3 0 0,05263 

Candy  1 3 0,02631 0,05263 
Honey  0 1 0 0,02631 

Jam  0 2 0 0,05263 

Meses  0 1 0 0,02631 

Total 38 62 2, 44705 1,44726 

  

 

5 CONCLUSIONS 

 

Based on the calculations carried out to predict product sales at Alfamart Simpang Pos using the naive bayes algorithm, it can 

be concluded that the naive bayes classification data mining algorithm is successfully used to predict product sales at Alfamart 

Simpang Pos. When predicting using the Naive Bayes algorithm, it can create a probability table model that is used to make 

predictions with a certain accuracy rate of 95.00%. Based on the calculations carried out, it is known that the chances of success 

are high affecting product sales, namely for the stock variable to be "High", for the sales variable to be "Fast", and for the output 

is "Sold". 
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